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1883

“X-rays will prove 
to be a hoax.” 
– Lord Kelvin, 
President of the 
Royal Society, 1883

“…so many centuries after the 
Creation it is unlikely that anyone 
could find hitherto unknown lands of 
any value.”

– Advisors to King Ferdinand and Queen 
Isabella of Spain regarding a proposal by 

Christopher Columbus, 1486

“This ‘telephone’ has too many 
shortcomings to be seriously 

considered as a means of 
communication. The device is 
inherently of no value to us.”

– A memo at Western Union, 1876

“Men might as well project a 
voyage to the Moon as attempt 
to employ steam navigation 
against the stormy North 
Atlantic Ocean.”

– Dr. Dionysius Lardner, professor of 
Natural Philosophy and Astronomy at 
University College, London, 1838

cAD 84

1486

1825

1838

1876
“What can be more palpably 

absurd than the prospect held out of 
locomotives traveling twice as fast as stagecoaches?”

– The Quarterly Review, England, 1825

“I also lay aside all ideas of any 
new works or engines of war, 
the invention of which long-
ago reached its limit, and 

in which I see no hope for 
further improvement.”
– Roman engineer Julius 

Sextus Frontinus, cAD 84

The Art of Forecasting 
and Futures Planning
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Peering into the crystal ball can 
yield images that are cloudy and 
even upside-down. Still, everyone 

seems compelled to look. People are more 

than just curious to know what the future 

holds—we obsess over weather forecasts, 

stock market predictions, and the odds on 

the big game. 

The art of futuring has been 

practiced in various forms over the 

course of human history. Today’s 

forecasters, professionally called 

futurists or futurologists, may rely on 

statistical models run through massive 

supercomputers, but their quest to foresee 

the future is little different than it was 

for oracles, soothsayers, and prophets of 

yore. Although knowing what to expect 

might make it possible to change the 

course of human events, tempting fate 

can be a futile exercise, even in modern 

times. Often, the best that can be hoped 

for is to glimpse the future and try to 

prepare for it. 

On technology’s horizon, numerous 

scenarios considered inevitable today 

were practically inconceivable a 

generation ago. Fuel cells, nanobots, 

unmanned vehicles, metamaterials, and 

telepathic communication are already 

Time travel, invisibility cloaks, cyborgs, 

quantum computers, and human clones 

might not be all that far off. 

Futuring helps us imagine 

the unimaginable and anticipate 

the unforeseen. In a world rapidly 

transformed by technology, the 

unimaginable can suddenly turn into 

crisis and the unforeseen the status quo. 

To prevent being taken by technological 

surprise, it is essential to anticipate the 

unexpected. Industry relies on technology 

forecasts to set production goals, order 

“Two years from now, 
‘spam’ will be solved.”
– Microsoft chairman Bill Gates, 2004

1911 1932
1936

1949

“Where a calculator on the ENIAC 
is equipped with 18,000 vacuum 

tubes and weighs 30 tons, 
computers in the future may have 

only 1,000 vacuum tubes and 
weigh only 1.5 tons.”

– Popular Mechanics, March 1949

“A rocket will never be able to 
leave the Earth’s atmosphere.”
– New York Times, 1936

“There is not the slightest 
indication that nuclear energy 

will ever be obtainable. It would 
mean that the atom would 

have to be shattered at will.”

– Albert Einstein, 1932

“Airplanes are interesting toys, 
but of no military value.”

– Marshal Ferdinand Foch, future WWI Supreme 
Commander of the Allied Armies, 1911

2004

I predict...

“…four or five frigates will do the 
business without any military force.” 
– Lord North, British Prime Minister, 
debating imposing the Stamp Act on 
the American Colonies, 1774

“How, sir, would you make a ship sail 
against the wind and currents by 
lighting a bonfire under her deck? I pray 
you, excuse me, I have not the time to 
listen to such nonsense.”– Napoleon 
Bonaparte, when told of Robert 
Fulton’s steamboat, 1800s

“Rail travel at high speed is not 
possible because passengers, unable 
to breathe, would die of asphyxia.”– Dr 
Dionysius Lardner, professor of Natural 
Philosophy and Astronomy, University 
College London, 1828

“It’s a great invention but who would 
want to use it anyway?”– Rutherford 
B. Hayes, US President, after a 
demonstration of Alexander Bell’s 
telephone, 1877
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commodities, and schedule expansion. 
For the intelligence community, the 
stakes are much higher. 

A variety of futuring techniques are 
used to predict the world of tomorrow. 
Occasionally, a single event or discovery 
or even an idea changes everything. In 
those cases, human imagination is best 
suited to pierce the veil of the unknown. 

Change, however, is usually 
incremental. A line drawn from the past 
and through the present can be extended 
into the future to point to a logical 
expectation. More deterministic methods 
of prognostication can be used to construct 
forecasts on the extrapolated data points 
of such trend lines. Trend analysis might 
miss the unexpected, but it provides a 
foundation for making decisions. If you 
know the local department store has held 
a “white sale” every Presidents Day for 
the past 10 years, you’re likely to put off 
buying that set of Egyptian cotton sheets 
until February. 

With technology, no gauge for 
tracking a trend is more popularly 
watched than Moore’s Law. What started 
as a general observation about the pace 
of growth in computing power has come 
to set benchmarks for maintaining that 
pace. But even forecasts are fair game 
for forecasters to speculate on their 
sustainability. In the case of Moore’s Law, 
predictions about the trend in computing 
power coming to an end have been 
consistently proven wrong, however, with 
the original forecast trumping subsequent 
forecasts to the contrary.

Reading the tea leaves of statistical 
data is a tricky business that yields 
different conclusions depending on how 
the cup is tipped. Opinions among subject 
matter experts and respected pundits 
are often at odds. Divergent views can 
be useful for contingency planning, 
but to develop an overall strategy for 

future development, a targeted approach 
depends on agreeing on what the future is 
most likely to look like. 

Through visioning exercises 
organizations decide which potential 
future scenarios are most desirable, and 
they develop goals and the strategies 
to achieve them. Just as professional 
athletes see themselves powering through 
a fastball or executing a perfect dive, 
an enterprise can collectively envision 
the ideal customer experience, and 
an institution can foresee realizing its 
ultimate objectives. To this end, activities 
such as surveys and polls are used to arrive 
at a consensus. Consensus forecasting 
can be conducted as casually as by a 
roundtable discussion or through more 
formal techniques such as a methodical 
Delphi exercise.

For modern futurists new 
technologies and algorithms are 
providing innovative tools for generating 
more precise and reliable forecasts. 
Computer simulations are often used 
to model behaviors ranging from 
interactions among quantum dots to 
cosmic expansion after the Big Bang. 
Some of the largest supercomputers have 
been designed for just such purposes. 
The video game industry has also 
contributed to behavioral forecasting by 
providing platforms for experimenting 
with complex social and environmental 
interactions. All things considered, orcs 
in World of Warcraft don’t act that much 
different than travelers waiting in queues 
for airport security screening. 

No matter how accurate, 
deterministic projections merely set the 
stage for scenario forecasts, painting 
the backdrop and furnishing a few basic 
props. Although statistical models might 
be useful for calculating actuarial tables, 
more random, or stochastic, futuring 
approaches are needed to animate a 

“When the Paris Exhibition closes, 
electric light will close with it and no 
more will be heard of it.” – Erasmus 
Wilson, Oxford professor, 1878

“The phonograph has no commercial 
value at all.” – Thomas Edison, 1880s

“We are probably nearing the limit of all 
we can know about astronomy.” 
– Simon Newcomb, astronomer, 1888

“Fooling around with alternating current 
is just a waste of time. Nobody will use 
it, ever.” – Thomas Edison, 1889

“Heavier-than-air flying machines are 
impossible.” – Lord Kelvin, President of 
the Royal Society, 1895 

“Radio has no future.” – Lord Kelvin, 
former President of the Royal Society, 
1897

“The ordinary ‘horseless carriage’ is at 
present a luxury for the wealthy; and 
although its price will probably fall in 
the future, it will never, of course, come 
into as common use as the bicycle.” 
– Literary Digest, 1899

“I must confess that my imagination 
refuses to see any sort of submarine 
doing anything but suffocating its crew 
and floundering at sea.” – H.G. Wells, 
1901

“The horse is here to stay but the 
automobile is only a novelty—a fad.” 
– The president of the Michigan 
Savings Bank advising Henry Ford’s 
lawyer, Horace Rackham, not to invest 
in the Ford Motor Company, 1903

“I confess that in 1901, I said to my 
brother Orville that man would not 
fly for fifty years…. Ever since, I have 
distrusted myself and avoided all 
predictions.” – Wilbur Wright, 1908

“…the automobile has practically 
reached the limit of its development is 
suggested by the fact that during the 
past year no improvements of a radical 
nature have been introduced.” 
– Scientific American, 1909

“The coming of the wireless era will 
make war impossible, because it will 
make war ridiculous.” – Guglielmo 
Marconi, 1912
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complex scene. There is, perhaps, nothing 
more stochastic than human imagination.

the earliest and most vivid depictions of 
the future. The tomorrows imagined by 
visionaries such as Jules Verne and Robert 
Heinlein may have seemed incredible 

of their predications have come true only 
decades later. And it took thousands of 

Icarus was realized. Can we be certain 
that the age-old ambitions of turning 
lead to gold or reanimating a corpse are 
unobtainable?

Fiction is frequently steeped in the 
myths and legends of human history. 
A common and effective way to project 

Historical analysis provides a forecasting 

get a glimpse of tomorrow. Much can be 
learned by applying the lessons of history, 
as well as by reimagining momentous 
events in the past. By asking, “What if?” 

current affairs that might prevent a repeat 
of prior mistakes.

Forecasting methods are as varied as 
the reasons for wanting to know “What’s 
next?” Futurists can apply their craft to 
sound a warning to prepare for impending 
change; they can have a hand in shaping 
the future, as well. Kings have turned to 
futurists to foretell their fates. Generals to 
predict success in battle. Adventurers to 
invoke good fortune. Modern forecasting 

principles, but the desire to see into the 
future is as old as dreams.

“We are limited, not by our abilities, 
but by our vision.” – author unknown   

“The cinema is little more than a fad. 
It’s canned drama. What audiences 
really want to see is flesh and blood on 
the stage.” – Charlie Chaplin, 1916

“The idea that cavalry will be replaced 
by these iron coaches is absurd. It is 
little short of treasonous.” – Comment 
of Aide-de-camp to Field Marshal Haig 
at a tank demonstration, 1916

“There is no likelihood man can ever 
tap the power of the atom.” – Robert 
Millikan, physicist and Nobel Prize 
winner, 1923

“The wireless music box has no 
imaginable commercial value. Who 
would pay for a message sent to no 
one in particular?” – Associates of 
David Sarnoff responding to the latter’s 
call for investment in the radio in 1921

“It is difficult to say what is impossible, 
for the dream of yesterday is the hope 
of today and the reality of tomorrow.” 
– Robert Goddard, 1927 

“Who the hell wants to hear actors 
talk?” – Harry Warner, Warner 
Bros., 1927

“There will never be a bigger plane 
built.” – A Boeing engineer, after the 
first flight of the 247, a twin engine 
plane that holds ten people, 1933

“...any one who expects a source of 
power from the transformation of 
these atoms is talking moonshine...” 
– Ernest Rutherford, physicist, 1933

“Atomic energy might be as good as 
our present-day explosives, but it is 
unlikely to produce anything very much 
more dangerous.” – Winston Churchill, 
First Lord of the Admiralty, then soon-
to-be British Prime Minister, 1939

“The name of Igor Sikorsky will be 
as well known as Henry Ford’s, for 
his helicopter will all but replace the 
horseless carriage as the new means 
of popular transportation. Instead of 
a car in every garage, there will be a 
helicopter...” – Harry Bruno, aviation 
publicist, 1943

“[Television] won’t be able to hold on to 
any market it captures after the first 
six months. People will soon get tired of 
staring at a plywood box every night.” 
– Darryl Zanuck, movie producer, 20th 
Century Fox, 1946

“Television won’t last. It’s a flash in the 
pan.” – Mary Somerville, pioneer of 
radio educational broadcasts, 1948

“It would appear we have reached the 
limits of what it is possible to achieve 
with computer technology.” – John von 
Neumann, computer scientist, 1949

“It will be gone by June.” – Variety, 
commenting on rock ‘n roll in 1955

“Nuclear-powered vacuum cleaners 
will probably be a reality in 10 years.” 
– Alex Lewyt, president of vacuum 
cleaner company Lewyt Corp., in the 
New York Times, 1955

“Space travel is utter bilge.” 
– Dr Richard van der Reit Wooley, 
Astronomer Royal, space advisor to the 
British government, 1956

“The world potential market for copying 
machines is 5000 at most.” – IBM, to 
the eventual founders of Xerox, 1959

“Before man reaches the moon, your 
mail will be delivered within hours 
from New York to Australia by guided 
missiles. We stand on the threshold of 
rocket mail.” – Arthur Summerfield, US 
Postmaster General, 1959

“There is practically no chance 
communications space satellites will 
be used to provide better telephone, 
telegraph, television, or radio service 
inside the United States.” – T. Craven, 
FCC Commissioner, 1961

“It will be years—not in my time—before 
a woman will become Prime Minister.” 
– Margaret Thatcher, October 26th, 
1969

“For all predictions do to this belong: 
That either they are right, or they are 
wrong.” – John Tulley’s Almanac for 
1688
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Will Carbon Be the 
New Silicon?

Silicon, the eighth most common element in the universe[1] and the second most abundant element 
in the Earth’s crust[2], is the mainstay of the electronics industry and the key component of most 
semiconductor devices, including computer chips. 
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5 10.811 6 12.011 7 14.007

B C N
Boron Carbon Nitrogen

13 26.982 14 28.086 15 30.974

Al Si P
Aluminum Silicon Phosphorus

31 69.982 32 72.64 33 74.922

Ga Ge As
Gallium Germanium Arsenic

Metal Semimetal Nonmetal

Figure 1: Silicon and surrounding elements on the 
periodic chart
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Figure 2: Exponential growth of the number of transistors per processor chip
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unlike any 
other material electronically

logic
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About Pacific National 
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The Security Impact of 
System Virtualization
Sandia National Laboratories

System virtualization has many benefits and is being 
adopted rapidly by businesses, governments, and 
individuals. Some of the biggest problems facing data 

center managers such as server sprawl, energy consumption, 
security, and rapid provisioning in response to changing load 
have solutions based on virtualization technology. To date, 
adoption has been broad but shallow. Most organizations have 
implemented some form of virtualization, but few have adopted 
it pervasively. As time goes on, more organizations will commit 
to a virtualized infrastructure including virtualized computation, 
communications, and storage.

Virtualization introduces several interesting system 
properties, such as isolation, inspection, interposition, and high 
availability, that have promising security applications. Isolation 
can be leveraged to develop systems that exhibit defense in 
depth, sandbox potentially malicious software, or separate 
mutually distrustful workloads while sharing infrastructure. 
Inspection allows software running at the virtualization 
layer to comprehensively and transparently observe the 
activity of a managed virtual machine for malicious behavior, 
misconfiguration, or performance anomalies, while interposition 
enables a hypervisor to take action against a misbehaving virtual 
machine or to implement new features such as a transparent 
VPN or intrusion prevention system. High availability features 
ease implementation of services that are resilient to hardware 
and certain kinds of software failures.
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Background
System virtualization is a technique that 

allows a piece of software, usually called a virtual 
machine monitor (VMM) or hypervisor, to logically 
partition a single physical computer system into 
one or more virtual machines (VMs). Each virtual 
machine typically has a virtual hardware interface 
that is compatible with the original physical 
machine. Software designed to run on a comparable 

virtual machine. A hypervisor is privileged system 
software, like an operating system, and uses many 
of the same techniques and depends on many of the 
same hardware features to accomplish its goals.

A virtual machine shares its physical host 
computer with the hypervisor and often with other 
virtual machines. A mechanism is required to 
prevent one virtual machine from tampering with 
other virtual machines or the hypervisor. The key 
idea underlying system virtualization is that CPU 
instructions, which are software’s only access to the 
world, can be divided into safe and unsafe categories. 
Often, unsafe instructions are called sensitive 

allowed to run without supervision, but sensitive 

or denied. The reason is that unsupervised sensitive 

instructions could negatively affect other virtual 
machines or the hypervisor. Arithmetic operations, 
most control transfers, and most memory accesses 
are safe. In contrast, sensitive instructions change 

management unit, interacting with I/O devices, 
and disabling interrupts are examples of sensitive 
operations.

A hypervisor uses a technique called 
deprivileging to ensure that software running 
within a virtual machine, usually called a guest, 
is allowed to run safe instructions unhindered, but 

before they occur. The hypervisor does this by 
running all software within a virtual machine at 
a low privilege level that denies direct access to 
sensitive instructions. If a guest executes a sensitive 
instruction, the hardware raises an exception 
that transfers control to the hypervisor before the 

that a sensitive instruction is about to occur, the 
hypervisor has the opportunity to supervise and 
modify its execution. The approach of detecting 
sensitive instructions and responding by safely 
emulating their behavior is called trap and emulate. 
This method is used by most high performance 
hypervisors to ensure that software running within 

Trap and emulate requires that sensitive 
instructions consistently generate an exception 
when executed by unprivileged software. Until 

the most widely used microprocessor family for 
PC clients and servers. VMware developed novel 
software techniques to mitigate this limitation in 

as Intel and AMD have added support for direct 
trap and emulate to their microprocessors. These 
developments are two important reasons system 
virtualization is widely available and so popular 
today.

The techniques used to implement system 
virtualization have been in continuous use on 

for several decades. Today, there is broad consensus 
about how to build a high performance, reliable 

Figure 1: Logical organization of the software stack in a 
virtualized environment
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hypervisor. The basic architecture of virtualization 
software is expected to remain about the same for 
the foreseeable future. 

The introduction of the virtualization layer 
into the software stack has the potential, however, 
to act as a catalyst for change in adjacent system 
layers. For example, the hypervisor can naturally 
assume the role of hardware manager from the 
operating system, leaving the operating system free 
to concentrate on its role as the creator of convenient 
abstractions and programming environments for 
applications. By removing the burden of supporting 
the myriad hardware devices available on the 
market today, virtualization can lower the barrier 
to entry for new operating systems and encourage 
more diversity there, including operating systems 

Similarly, the existence of an independent 
virtualization software market seems to be an 
accident of the historically horizontal integration of 
the personal computing client and server industry. 

within other systems layers, where a few powerful 
vendors dominate. Virtualization software could 
disappear as an independent entity and merge 
with adjacent layers like the operating system, the 

to claim that widespread adoption of virtualization 
will apply pressure for the organization of the 
software stack to evolve in the near term.

Virtual machine isolation and 
security

A hypervisor implements a level of indirection 
between a virtual machine and the physical computer 
system on which it runs. That indirection makes it 
possible to draw a neat line around everything that 
is inside a virtual machine and clearly distinguish it 
from what is on the outside. By carefully managing 
the interface between the virtual machine and its 
environment, a hypervisor can prevent software 
running in a virtual machine from directly accessing 
the hypervisor, other virtual machines, or the rest of 
the outside world. 

A hypervisor uses a variety of hardware and 
software mechanisms to isolate virtual machines. 
For example, it uses address translation provided 

by the memory management unit to ensure that a 
virtual machine cannot reference memory that does 
not belong to it. The hypervisor schedules access 
to resources like the CPU and network interfaces 
to ensure that each virtual machine is allowed to 
use the resource without starving others of access. 
Separate virtual storage devices are provided to 
virtual machines whose names and address spaces 
do not overlap; hence one virtual machine has no 
means to refer to storage owned by another. Each of 
these techniques is possible because the hypervisor 
does not allow software in a virtual machine to 
directly execute any sensitive instructions, which 
could break isolation.

For many years, researchers, security 
engineers, and system administrators have exploited 
the isolation properties provided by a virtualized 
environment for a variety of purposes. For 
example, it is convenient to use virtual machines 
to create sandboxes in which malicious or buggy 
software can be tested and analyzed. If a virtual 
machine becomes infected or crashes, a previous, 
safe state can be restored quickly and easily. A 

attempts to infect other machines never leave the 
virtualized environment, reducing the need for 
physically isolated test networks and preventing 
accidental infestation. Virtual machines are being 
used increasingly to provide defense in depth by 
logically separating services like mail servers and 
web servers from one another even though they 
share a physical machine in a consolidated data 
center. Separating services limits the scope of a 
successful attack to a single vulnerable service 
rather than allowing it to spread to unrelated but 
incidentally collocated services. Finally, cloud 
computing service providers depend heavily on 
the isolation properties of virtual machines to 
maintain separation between workloads belonging 

A great deal of effort has been spent on making 
virtual machine isolation strong while maintaining 
other important properties of virtualization such 
as performance and the ability to consolidate. 

the integrity of the software interface between the 
virtual machine and the hypervisor. Traditionally, 
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the virtual machine interface has been considered 
stronger and less permeable than other software 
interfaces, such as the system call interface that 
separates user applications from an operating 

smaller size of the hypervisor and the relative 

These properties simplify analysis and provide 
fewer points of attack. So far, the virtual machine 
interface provided by many virtualization products 
has proven to be quite resistant to attack, but a 
small number of successful exploits have appeared 

attacks do not target the strong core isolation of 
the hypervisor, but rather exploit softer, secondary 
services or convenience features. 

Uncertainty about the actual strength of 
virtual machine isolation has slowed, prevented, 

important application domains where security is 
important. For example, some cloud customers 
and vendors are, so far, unwilling to depend on 
virtualization to isolate sensitive information and 
computation belonging to different customers. 
Instead, they have opted to use physical partitioning 

to mitigate their risks. Similar concerns exist in 

communities, each of which have adopted their own 
strategies to contain risk. There is nothing intrinsic 
to virtualization technology that would preclude 
nearly arbitrarily high levels of isolation. As of 
today, however, isolation is only one property of 
virtualized systems important to consumers, and the 
market for exceptionally high isolation is still small.

Virtual machine inspection and 
control

A VMM has the ability to inspect and control 
nearly every aspect of guest software execution. The 
content of guest memory and guest CPU registers 

arbitrarily. Every I/O request can be intercepted, 

memory pages, function calls, and I/O events. 
In general, the VMM has complete and constant 
control of all architectural features of a guest virtual 
machine. Exceptionally powerful guest security 
analysis and protection features can be built on top 
of the access capabilities provided by a hypervisor. 

intrusion detection systems, and system integrity 
monitors that operate at the virtualization layer 
have all been proposed or exist today.

Security services located within the 
virtualization layer are isolated from the potentially 
malicious software they are observing by the 

malware that deceives or disables security services 

based security services can make themselves 

that a hypervisor lacks detailed information about 
the semantics of the software running within a 
guest. For example, even though a VMM can read 
all memory associated with a virtual machine, there 
is no obvious way for it to know what processes 
are running within the guest and what their current 
state is without resorting to external assistance. 
Such information, however, is trivial to obtain from 
within the guest. This problem has been called the 

has been done on how best to infer or otherwise 
obtain and use detailed and consistent information 
about operating system and application abstractions 
such as processes, threads, users, security tokens, 

a hypervisor. 

So far, there are a few promising approaches, 
but none has emerged as clearly superior in all cases. 
For example, one approach is to import detailed 

from operating system debugging tools and use 
those to locate and understand operating system 

analysis in terms of architectural information 
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naturally available to the hypervisor as part of its 

insight into guest internals, but are tightly coupled 

and are brittle in the face of even minor operating 
system updates. The latter is less powerful, but is 
also much less dependent on the details of the guest 
and so is more broadly applicable. A third approach 
injects a software agent into the guest operating 
system with which a hypervisor can cooperate to 
extract and understand guest state. Commercial 

approach because of its simple implementation, 
robustness, and broad applicability. Unfortunately, 
relying on an agent inside the guest negates many 
of the protection and transparency advantages of 
running within the virtualization layer.

The ability to transparently inspect software 
running within a guest has been available for 
many years in the form of full system emulators 

used as debugging aids during the development 
of system software or for analyzing suspicious 
and potentially dangerous software in a security 
sandbox. What recent developments in system 
virtualization have added to this mix is the ability to 
perform transparent inspection and analysis at high 
speed on production systems. We can expect new 
detection, analysis, and remediation techniques that 

would have been considered invasive and slow until 
recently, to appear on production systems based on 
virtualization technology.

Potential for new vulnerabilities
There are many explicit and implicit 

interfaces between untrusted guest software and 
the hypervisor including executing privileged 
instructions, interacting with emulated devices, and 

virtualized network. Latent vulnerabilities within 
commercial hypervisors have been demonstrated 
that result in arbitrary code execution at the highest 
privilege on the host computer. Documented 
vulnerabilities of widely used virtualization 
software are rare today. Nevertheless, system 

virtualization adds potentially vulnerable privileged 
interfaces to its guest environments.

In addition to the hypervisor itself, 
virtualization—especially enterprise deployments 
of virtualization—encompasses a whole ecology 
of management software, remote management 

software is used to create, start, stop, observe, 

virtual machines. The management console wields 
enormous power over the virtualized enterprise. 
Enterprise management software for virtualized 
environments must be protected carefully to ensure 

The virtualization layer, the applications 
based on it, and the management tools that control 
it contribute useful and compelling features to 
a virtualized system. It is not unlikely that the 

immediate security concerns over virtualization. It 
is clear, however, that the widespread deployment 

size and complexity of systems that can be built and 
managed. The gargantuan data centers of Google, 
Yahoo!, Facebook, and Amazon would have been 
unthinkable only a short time ago and have been 
enabled in part by virtualization technology. 
Increased complexity and deeper layering has 
historically been detrimental to system security.

Implications of virtualization on 
system security

Virtualization brings compelling features to 
individual computer systems and data centers. A 

computing will be performed within a virtualized 
environment over the next few years. It pays to 
examine how the introduction of virtualization 
technology changes the security environment. 
Proponents have argued that virtual machine 
isolation, high availability, and transparent, high 
speed introspection form the basis for a new level 
of security attainable via virtualization. More 
cautious observers have emphasized the unknown 
risks posed by introducing a new layer of privileged 
software, increasing network complexity, and 
proceeding before adopting accepted security 
practices for virtualized systems. 
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The true implications of virtualization on 
system security are still unclear. The hypervisor, 
which has mostly escaped the attention of malicious 
security research, is likely to become the target of 
more focused attacks and, as a result, will become 
more resilient. As virtualization is deployed, the 
mistakes made by early adopters will be recognized, 

errors. The growth of cloud computing will provide 
experience on how to effectively and safely share 
common infrastructure among mutually untrusting 
entities. In general, the level of uncertainty will 
be reduced, and virtualized computing will settle 
into the slightly uneasy security equilibrium we 
have today. As with many disruptive technology 
developments that initially hamper reliability and 
security, engineering practice catches up quickly 

and the overall quality of systems typically 

on system security is likely neutral in the long run.   
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Background and challenges
During the last two decades, advances in the 

miniaturization of electronic devices have greatly 

outpaced advances in battery technology[1]. 

Miniaturization of electronic devices follows a 

trend similar to that purported by Moore’s Law, 

which describes a long-term trend in the history 

of computing hardware advances. The number 

of transistors that can be placed inexpensively on 

an integrated circuit has increased exponentially, 

doubling approximately every two years[2]. Fast 

processors continue to push the power and energy 

effort has been made during the last two decades to 

improve the energy density of power sources, these 

efforts have led only to an improvement of about 15 

percent per year in energy density, which is much 

less than the pace of Moore’s Law. The reason for 

this technology lag is that power stored in a material 

is proportional to its mass (or volume). High-speed 

microprocessors provide an increasing opportunity 

for advanced miniature applications such as 

microelectromechanical system (MEMS) devices, 

implantable miniature medical devices, and wireless 

sensor and actuator networks. However, the potential 

limited by the capabilities of the power sources 

required for their use.

Typical dimensions of power sources for 

microelectronic applications range from 10 cm 

(onboard backup power) to 10-2 cm (power for 

MEMS devices). The most critical parameter for 

these applications is the energy per unit volume 

(i.e.,  watt hours per liter—Wh/L) or energy per unit 

most portable electronics use lithium (Li) or Li-ion 

batteries as their power sources. The energy density 

of a bulk Li-ion battery can be as high as ~500 Wh/L. 
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Recently developed Li-air batteries have a theoretical 
energy density of more than 3000 Wh/L. Primary Li-

1200 Wh/L can be expected to be available within 

recent years, there are still many barriers that need 
to be overcome before their application becomes 
practical.

All energy storage devices need to be 
appropriately packaged to extend their operation and 

the volume ratio of the active materials to the total 
volume (which includes the package) of miniaturized 
(<1 mm3

decreases rapidly as the battery size decreases. 
Reductions in the lateral dimension of a battery are 
limited by the accuracy of the manufacturing process. 

accuracy of the masks to less than 0.1 mm. The larger 
allowance required for quality control will lead to 

the edge sealing needs to be 0.1 mm wide for a 1 

64 percent. More sophisticated size-control and 
alignment approaches, such as microlithography, 
will be needed before further reductions in the size of 

that accompany size reductions are common to all 
of the miniature devices. To reverse this trend and 

devices, a combination of technologies (including 
power scavenging, power storage, and power 
management) are needed to obtain the long-lasting 
power at the less-than-cubic millimeter scale.

State of the art in thin 
film/miniature power sources

Various miniature electronic devices require 
power sources with different characteristics. Some 
devices need high power pulses, while other devices 
require low-power, long-term discharge capabilities. 
Low-capacity batteries (i.e., <1 mAh) are required 
for operation of MEMS devices or for backup power 

for nonvolatile static random access memory. These 
devices normally need a power source with only a 
low energy density (i.e., <10 Wh/L). Batteries with 
higher capacities are required to operate sensors, 
optical switches, smart cards, implantable medical 
devices, etc. These high-capacity batteries also often 
need to have higher energy densities.

batteries mainly include Li-MnO2 and Zn-MnO2 
batteries. These paper-thin batteries are suitable for 

traditional button cell batteries are too thick. Most 

electrolyte. One example is the “power-paper” cell 
made by Power Paper Ltd.a, which is based on the 
printable Zn-MnO2 system. The thickness of the 
power-paper cell is ~0.6 mm. These batteries have 

tags, medical devices, electronic greeting cards, 

is the Li-MnO2 system manufactured by Solicore, 
b. Solicore uses a semisolid electrolyte based on 

doped polyimide, and its batteries are ~0.45 mm 
thick. The batteries have been used in smart cards 
and for military applications such as the power 
supplies that can be attached to the collar of clothes. 
Many manufacturers have developed rechargeable 
polymer Li-ion batteries that are less than 
0.5 mm thick. However, the energy densities of these 
cells decreases with decreasing thickness because 
the weight ratio of inactive materials in a battery 
increases with decreasing size. The typical thickness 
of the packaging material used for Li-ion batteries 
is ~0.1 mm thick (total thickness of the packaging 
material will be ~0.2 mm thick). Therefore, the 

dramatically when the thickness of the battery is 

packaging materials need to be developed to reduce 
the battery thickness to less than 0.2 mm.

The most successful rechargeable thin 

which was developed by Bates et al.[3-5] at Oak 

a

b
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2. All of the components in these 
batteries are solid state inorganic materials prepared 
by sputtering or thermal evaporation. The total 
thickness of the active materials is normally less than 

of applications where a compact but safe high-energy 

test cells have maintained a charged state for more 
than a year with negligible loss of capacity. This 
level of reliability is not possible for other types of 
rechargeable batteries. The cycle life of these batteries 
can exceed more than 40,000 full-depth charge/
discharge cycles, which far exceeds the cycle life of 
other types of batteries. There is no liquid electrolyte, 
no polymer, nor any other organic material present 

reactions between the electrode and electrolyte are 

batteries an ideal power source for devices operating 
in harsh environments including environments in 
which high gravity forces are encountered.

energy-density characteristics when only the active 

to be deposited on a thick substrate (i.e., normally 

are normally sealed with a thick polymer/metal 
laminate. Therefore, their practical energy densities 

anode) can be as high as ~1500 Wh/L, the addition of 
the substrate and the packaging to the battery reduces 

thick packaging material, the energy densities of the 

Several methods can be used to increase the energy 
density of the battery, such as reducing the metal 
substrate thickness, replacing the metal substrate with 
a polymer or other low-density materials, increasing 
cathode thickness, reducing package thickness, etc.

One of the main differences among the 

properties selected by different companies often 
determine the technical route and market orientation 

c uses mica as the substrate. 
The advantages of mica as a substrate are its light 
weight (its density is 1.4 g/cm3) and its mechanical 

d used 

as a substrate. Another substrate has been used to 
vacuum seal the top of the device with a very thin 
polymer/epoxy. The total thickness of the device 

e, which is an on-chip, 

3 4/

2. The main advantages of the 

on a silicon wafer and, along with other components 
in the electronic circuit, can go through the solder-

battery is about half that of Li batteries (i.e., Li/

2). Excellatron Solid Statef

developed a low-temperature deposition process for 

batteries. Planar Energy Devices (PED)g used a 

Energy Laboratory. Recently, PED also reported the 
development of new-generation inorganic solid state 
electrolyte and electrode materials combined with a 
proprietary manufacturing process that overcomes 
the production and cost barriers to manufacturing 
low-cost, solid state, large format batteries. Several 
foreign companies and universities have been 

batteries. Most of these organizations are still using a 

h

composed of Li3.09BO2.53 0.52, which exhibits an ionic 

c www.frontedgetechnology.com/gen.htm
d

e www.cymbet.com/content/products.asp
f www.excellatron.com/advantage.htm
g www.planarenergy.com/Technology.html
h
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conductivity similar to the best values obtained for 

developed a high energy density miniature battery 

2). These batteries 
use a thick, porous, high-density oxide cathode 
produced by sintering. Typical cathodes based on 

2

was prepared by repeated co-extrusion of a mixture 

2

liquid electrolyte can be transported are formed. This 
structure exhibits a high electronic conductivity even 
in the absence of conductive additives. Adequate 
electrolyte-phase conductivity results from the low 
tortuosity of the available porosity when compared 
to conventional calendared electrodes. An energy 

rate has been reported in a micro-battery with 

best energy-density value reported for miniature 
batteries. Furthermore, several research groups are 
in the early stages of demonstrating that the design 
and fabrication of three-dimensional, multifunctional 
architectures from appropriate nanoscale building 
blocks afford opportunities to improve energy 
storage for power/size scales that range from the 
nanowatt to microwatt power levels. For example, 

create micro-batteries using a virus-based assembly 

makes protein coats that collect molecules of cobalt 
oxide to form ultrathin wires. The resulting electrode 
arrays exhibit full electrochemical functionality. 
Further development of this technology will result in 
micro or nano power sources that can provide local 
power to activate molecules or power a single cell.

Another approach that is promising for long-
term, low-power operations are betavoltaic batteries. 

These batteries can generate electrical current using 
energy from a radioactive source that emits beta 
particles (i.e., electrons). The common radioactive 
sources used in betavoltaic batteries include 

Pm, and 3H (tritium), which can convert beta 
particles to e-h pairs. Unlike most nuclear power 
sources that use nuclear radiation to generate 
heat, which then is used to generate electricity 
via thermoelectric and thermionic processes, 
betavoltaic batteries use a nonthermal conversion 
process. Betavoltaic cells have the potential to 
extend micro-scale battery life from hours to years, 
thus making possible a range of new applications 

i has 
developed betavoltaic batteries based on tritium. 
The battery mainly consists of a beta source and 
a p-n junction that is used to absorb the electron 
and convert the radiation into useable electrical 
energy. The dimensions of the battery range 
from a few millimeters to a few centimeters. The 

(Model P100 battery) and it can last for 12 years, 
j 

by incorporating silicon carbide, which exhibits 
low leakage current and less backscattering. These 
batteries are robust over a wide temperature range 
and can be powered down instantly. The life time 
of the battery varies from 2.6 years ( Pm) to ~100 
years (63

has a 6 mm x 6 mm footprint, a current density of 
2.

Miniature power sources other than batteries 
also have been investigated with limited success. 

supercapacitors by etching super-capacitor electrodes 
into conductive titanium carbide substrates. The 
volumetric capacities of these supercapacitors 
exceed, by a factor of two, those of micro- and 
macro-scale supercapacitors reported thus far. 

the development of micro-scale solid oxide fuel cells. 

i

j www.widetronix.com/technology.php
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data were reported. Moghaddam et al.[11] created 
the world’s smallest working hydrogen fuel cell, with 
dimensions of 3 mm x 3 mm x 1 mm. Pichonat et 
al.[12] developed low-cost miniature fuel cells based 

2 was obtained for these 
devices. Most of the work on these miniature fuel 

and energy densities of these devices still are not 
adequate for practical applications.

State of the art in miniature 
energy harvesting systems

Although a high-energy-density battery can 
extend operation time, electronic devices operated 
for long periods of time (i.e., >1 year) need to 
have rechargeable energy storage systems so the 
net volume of the energy storage devices can be 

from the surrounding environment would be used 
to charge miniature energy storage devices. Possible 
energy sources to be harvested include solar, heat, 
vibration, radio-frequency (RF) radiation, and 
humidity.

Perhaps the best approach for energy harvesting 
is to use solar cells to convert light to electricity. The 

Renewable Energy Laboratoryk, is based on copper-

depends on the intensity of the light that falls on the 

cell will decrease from ~100 mW/cm2 in direct 
2 in an illuminated indoor 

environment. Other natural sources of harvested 
 

1 mW/cm2. Energy conversion from human behavior, 
such as a push button, a hand generator, heel strikes, 
etc., may generate a large amount of energy, but 

they all require the movement of a human body and 
are much less suited for use as continuous energy 
sources.

Vibration energy can be harvested in several 
ways, including piezoelectric, electrostatic, and 

of piezoelectric conversion devices ranges from 
~35 mJ/cm3 to 350 mJ/cm3, while electrostatic 

3 and 

400 mJ/cm3. Seeman et al.[13] developed a miniature 
piezoelectric device that can provide 10 mV to 
1 V to a MEMS device. The device response can 
be tuned to anticipate source frequency to achieve 
maximum power output. Fang et al.[14] developed 
a piezoelectric device consisting of a composite 
cantilever with a nickel metal mass. The device, 
which has a volume of 1.2 mm3, is expected to 
resonantly operate in a low-frequency environmental 
vibration by tailoring the structure dimension. The 
smallest piezoelectric device (i.e., 0.2 mm3 volume 

The smallest inductive energy-conversion device 

magnet, a polyimide membrane, and a planar gold-
 

4 mm3

capacitive-energy conversion device, reported by Ma 
3 and a power of 

three devices shows that the piezoelectric micro-

mm3).

Thermoelectric generators are all solid state 

advantage of thermoelectric energy-harvesting 
devices is that they contain no moving parts so they 
are completely silent. Such generators have been 
used reliably for over 30 years of maintenance-free 

Aeronautics and Space Administration’s Voyager 
missions. Several companies have developed 
miniature thermoelectric energy harvesting devices. 
The miniature thermoelectric device developed by 

k www.nrel.gov/solar/
l www.poweredbythermolife.com/thermolife.htm
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l has a diameter 

thousands of miniature thermoelectric couples are 
assembled, serially connected on a long strip, and 
then wound like tape with thermal contact on the tops 
and bottoms of the devices. The typical device made 

a US penny.

Unlike the light, vibration, and thermal-
gradient energy sources, RF power from radio 
stations, cell phone towers, etc., is an ideal candidate 
as a ubiquitous power source that is available most 
of time. The main disadvantage of RF power sources 
is the “fast fade” that occurs as the distance between 

is proportional to the inverse of the square of the 
distance from the source. For example, the signal 

2. The signal strength from a high-

2). As a comparison, the thermal electrical 
power generated from temperature gradients in a 

2.

Trends in thin film/miniature 
power sources

to the widespread deployment of wireless sensor 
networks and other microelectronic devices[13]. For 
example, aging aircraft need many sensors to monitor 
their operational health. Some aircraft sensors might 
need to be located in places that are inaccessible, 

aircraft need to be minimized to lower the possibility 

would be operated by separate, self-sustainable power 
sources. However, even with the aggressive power 

miniature battery technology cannot even provide 
a year of autonomous operation. Wireless systems 
have traditionally been designed to use batteries as 

sensor networks are to become a reality, alternative 
power sources must be employed. On the other hand, 
although it is possible to power electronic devices by 
using scavenged power directly, an energy storage 
system will be required to provide a stable supply of 
energy when harvested or scavenged energy is not 

storage devices can provide the stable energy source 
needed to operate microelectronic devices for long 
time periods. Alternative approaches are needed to 
satisfy the continuously increasing energy and power 
requirements of these devices.

the combination of energy harvesting/scavenging 

mid-1990s, they were proposed as the solution for 
the future of the power sources for many high-power 
applications. However, in most cases, the energy 
required by microelectronic devices is much larger 

miniature batteries. Many applications, such as sensor 
networks, need more power to operate independently 
in isolated environments. Without a continuous 
power supply, the lifetime of these devices will be 

practical now and would be prohibitively expensive 

miniature batteries have turned to the “uninterruptible 

batteries with energy harvesting devices. Among 
these products, energy harvested by photovoltaic 
cells has been the most widely promoted approach. 

Figure 1: A thin film battery prepared by Front Edge 
Technologies. The sample used a 10-micron-thick mica 
substrate protected by a multilayer barrier deposited at 
PNNL. The total thickness of the sample is ~0.03 mm and 
the diameter of the device is <10 mm.
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Excellatron, have proposed the use of a combination 

cases, off-the-shelf photovoltaic cells were used, and 
the area and weight of photovoltaic cells were much 

these combined devices were mainly used for 
demonstrations or to prove the concept.

Recently, a team led by FET (including Sandia 

at Los Angeles) have developed the smallest energy-
source device that consists of a photovoltaic cell/thin 

by FET and their partners to increase the practical 

used a 10-micron-thick mica substrate and was 

barrier is composed of alternating layers of organic 
and inorganic materials deposited under vacuum. 
These multilayer barriers exhibit a very low water 
vapor transmission rate of <10-6 g/m2/day. Ultra-thin 
batteries such as shown in Figure 1 were combined 

and containing 10 single-junction, Si-based cells) 

combined, and the entire system is environmentally 
sealed using a specially developed polymer coating. 
The volume of the system is approximately 1 mm3

has an energy density greater than 300 Wh/L, which 
is the best energy density that has been achieved for 
a self-sustainable, miniature power source.

in the conductivity of solid state electrolytes will 
make high-capacity, high-energy-density, solid state 
batteries a reality within the next decade. One of the 
most promising solid state electrolytes is a sulfur-
based material such as the xLi2S.(100-x)P2S5 system 
produced by melting and quenching methods[19]. 
This electrolyte exhibits a conductivity of 3 x 10-3 

electrolyte developed by Fu et al.[20] is promising. 
The glass produced by Fu et al. is composed of 

LiTi2(PO4)3–AlPO4 (lithium titanium phosphate or 
LTP) and has a conductivity of ~2 x 10-4

when used in Li-air batteries, Li-ion batteries, or 
other ionic devices. Because its ionic conductivity 
is relatively lower when compared with liquid or 
polymer electrolytes, the sheet has to be very thin to 
achieve reasonable current densities. At its typical 
thickness, which is about 0.15 mm, the LTP sheet 

impermeability to water. For example, Polyplus 

funded recently by the Defense Advanced Research 

Li-air battery applications. We expect that a glass 
electrolyte that (1) is stable in air and water and (2) 

glasses can be increased further to about 5 × 10-3 S/
cm within the next 10 years.

Expected trends in the development of thin 

years are summarized in Figure 2. The estimated 
performance is based on a device dimension 
(which includes all of the components, including 
package) of less than 1 mm  or a thickness of less 

Figure 2:   Summary of the technical forecast for thin film/miniature power 
sources within the next 15 years. The performance estimate is based on a 
device dimension of <1 mm3 or a thickness of <0.3 mm.

Performance                                

Combined energy 
harvesting/scavenging 
devices and energy 
storage devices

200 Wh/L
1 year
Single energy 
harvesting source

300 Wh/L
3 year
Multiple energy 
harvesting source

300 Wh/L
5 year
Multiple energy 
harvesting source
Self-sustainable
Maintenance-free 
sensor network

All solid state batteries 
with a thick cathode

300 Wh/L
(LiPON electrolyte)

500 Wh/L
(Sulfur based electrolyte)

600 Wh/L
(Sulfur based electrolyte)

Batteries with a thick 
cathode and liquid electrolyte

400 Wh/L 500 Wh/L 600 Wh/L

Solid state electrolyte 5 * x 10-2 S/cm for sulfur 
based electrolyte; 
5 * x 10-3 S/cm in flexible 
glass for air/water-stable 
LTP glass 

5 * x 10-3 S/cm in 
flexible glass for 
air/water-stable 
LTP glass 

1 * x 10-3 S/cm in 
flexible glass for 
air/water-stable 
LTP glass 

Reduced package thickness 3-20 μm thick barrier 
with good sealing 
to polymer 

3-10 μm thick barrier 
with good sealing to 
polymer and metal

3-5 Years 5-10 Years 10 -15 Years
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improvements will be in the individual components, 
including reduced package thickness, improved 
energy density of the electrode materials and cathode 
design, improved ionic conductivities, etc. Further 

lead to more stable power sources that can operate 
in more complicated environments by converting 
energy from different sources in the surrounding 
environment. Progress in the next 10 years will 
establish a solid foundation for future developments. 
We expect that a reliable ubiquitous power source 
with multiple energy harvesting capabilities and a 
total energy density of 300 Wh/L (with a dimension 
of less than 1 mm3 or a thickness of less than 0.3 
mm) can be developed within the next 15 years. 
These devices will be the ideal power source for a 
self-sustainable, maintenance-free sensor networks 
and other microelectronic or MEMS systems.

About Pacific Northwest 
National Laboratory 

a US Department of Energy national laboratory 
where interdisciplinary teams advance science and 
technology and deliver solutions to America’s most 
intractable problems in energy, the environment, and 

scientists and engineers, facilities, and unique 

innovation.  
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Referenced Elements

Element 
Abbreviation

Element 
Name

Al aluminum

As arsenic

B boron

Co cobalt

Cu copper

Ga gallium

H hydrogen

In indium

Kr krypton

Li lithium

Mn manganese

N nitrogen

Ni nickel

O oxygen

P phosphorus

Pm promethium

S sulfur

Si silicon

Sm samarium

Sn tin

Ti titanium

Zn zinc

Referenced Compounds

Compound 
Formula

Compound 
Name

AlPO4

Aluminum 
Phosphate

GaAs Gallium Arsenide

LiCoO2

Lithium Cobalt 
Dioxide

Li-MnO2

Lithium 
Manganese Dioxide

LiPON
Lithium Phosphorus 

Oxynitride

LiTi2(PO4)3

Lithium Titanium 
Phosphate (LTP)

SmCo Samarium Cobalt

Sn3N4 Tin Nitride

Zn-MnO2

Zinc Manganese 
Dioxide
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